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Seat No.: ________                                                     Enrolment No.______________ 
GUJARAT TECHNOLOGICAL UNIVERSITY 

M.E. SEMESTER I (old course)–EXAMINATION (Remedial) – WINTER 2015 
Subject code: 710201N               Date: 08/12/2015        
Subject Name: Computer Algorithm 
Time: 10:30 AM to 1:00 PM                Total Marks: 70 
Instructions: 

1. Attempt all questions.  
2. Make suitable assumptions wherever necessary. 
3. Figures to the right indicate full marks.  

 
 
Q.1 (a) 1. Prove or disprove: 5n2 – 6n Є Θ (n2). 

2. Solve the following two recurrences using master method.  

      T(n) = 2T(
n
4 ) + n  and T(n) = 9T + n 

02 
05 

 (b) 1. Analyze best case, average case and worst case time complexity for the 
following problem: search a record in the given database. 

2. Mention atleast three differences between divide and conquer method and 
dynamic programming method. 

04 
 

03 

    Q.2 (a) Briefly explain recursion tree method of solving recurrences. Solve the 
following recurrence using recursion tree method. 

T(n) = T(
3
n ) + T(

3
2n ) + n 

07 

 (b) Solve following Making Change Problem using greedy approach and dynamic 
programming approach. 
Denominations are d1=1, d2=2 and d3=3. The amount for which change is to be 
paid is Rs. 4. 
Do both methods provide the same solution? Justify your answer. 

07 

  OR  
 (b) Explain principal of optimality. Elaborate explanation for shortest path problem 

and longest path problem using suitable example. 
07 

    Q.3 (a) What are the differences between fixed-length coding and variable-length 
coding? Obtain Hauffman's encoding for following data. 
Character a b c d e f 

Frequency 10 50 15 75 25 100 
 

07 
 
 
 
 

 (b) Define amortized analysis. Compare accounting method and potential method. 
Explain potential method with Stack example. 

07 

  OR  
Q.3 (a) Run algorithm of single-source shortest path in directed acyclic graph for 

following DAG using vertex r as the source. 

 
 

07 

 (b) Explain working of Floyd-Warshall algorithm to find out all-pair shortest path. 07 
    Q.4 (a) What are the applications of modular arithmetic? How can be groups defined 

using modular addition and multiplication? Explain in detail. 
07 
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 (b) 1. What are the benefits of using Knuth Moriss Pratt algorithm over Naive 
string matching algorithm?  

2. Explain class P and class NP with example problems. 

03 
 

04 
  OR  

Q.4 (a) How many spurious hits does the Rabin-Karp matcher encounter in the text T = 
3141592653589793 when looking for the pattern P = 26 with working modulo 
q = 11? 

07 

 (b) Which are the different polynomial-time reduction strategies? Prove that vertex 
cover problem is polynomial-time reducible to set cover problem with example. 

07 

    Q.5 (a) Prove or disprove that Traveling Salesman Problem is NP-complete problem. 07 
 (b) Explain Boyer Moore pattern matching algorithm in detail. 07 
  OR  

Q.5 (a) 1. What are the differences between greedy method and dynamic 
programming method? 

2. Can we improve sequential search technique using divide and conquer 
method? If yes, explain how. If no, give the reasons. 

03 
 

04 

 (b) Prove that the APPROX-TSP-TOUR is a polynomial-time 2-approximation 
algorithm for the traveling-salesman problem with the triangle inequality. 

07 
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